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1 In this question, the notation $\exp (t)$ is used to denote $\mathrm{e}^{t}$.
(i) Show, graphically or otherwise, that the equation $x=\exp \left(-x^{2}\right)$ has exactly one root, $\alpha$.

Use a spreadsheet to show that the iteration $x_{r+1}=\exp \left(-x_{r}^{2}\right)$, with a suitable starting value, converges slowly to $\alpha$. Confirm your findings by considering the derivative of $\exp \left(-x^{2}\right)$.
(ii) Obtain the relaxed iteration $x_{r+1}=(1-\lambda) x_{r}+\lambda \exp \left(-x_{r}^{2}\right)$.

On a spreadsheet investigate the speed of convergence of the relaxed iteration for various values of $\lambda$. Hence find, correct to 1 decimal place, the value of $\lambda$ that gives fastest convergence.
(iii) Show that, theoretically, the best value of $\lambda$ is given by

$$
\lambda=\frac{1}{1+2 \alpha \exp \left(-\alpha^{2}\right)}
$$

Evaluate this expression.
(iv) On a spreadsheet, carry out the iteration $x_{r+1}=\left(1-\lambda_{r}\right) x_{r}+\lambda_{r} \exp \left(-x_{r}{ }^{2}\right)$ where

$$
\lambda_{r}=\frac{1}{1+2 x_{r} \exp \left(-x_{r}^{2}\right)}
$$

Show that the convergence of this iteration is faster than first order.

2 (i) Obtain from first principles the Gaussian two-point rule for numerical integration:

$$
\int_{-h}^{h} \mathrm{f}(x) \mathrm{d} x \approx h\left(\mathrm{f}\left(-\frac{h}{\sqrt{3}}\right)+\mathrm{f}\left(\frac{h}{\sqrt{3}}\right)\right) .
$$

Find the error when this rule is used to evaluate $\int_{-h}^{h} x^{3} \mathrm{~d} x$ and $\int_{-h}^{h} x^{4} \mathrm{~d} x$. Hence state the orders of
the local and global errors in the rule.
(ii) Use the Gaussian two-point rule to find, correct to 6 decimal places, the value of the integral

$$
I=\int_{0}^{1} \sqrt{2+\sin x} \mathrm{~d} x
$$

You should begin with $h=0.5$ and then take $h=0.25,0.125, \ldots$ as necessary.
Show, by considering ratios of differences, that the global error is as stated in part (i).
(iii) Modify your routine so that it calculates values of the integral

$$
J=\int_{0}^{1}(2+\sin x)^{k} \mathrm{~d} x
$$

for any specified $k$. Find, correct to 2 decimal places, the value of $k$ for which $J=3$.

3 The differential equation $\frac{\mathrm{d} y}{\mathrm{~d} x}=\mathrm{f}(x, y)$ with initial conditions $x=x_{0}, y=y_{0}$, is to be solved by using the Runge-Kutta methods given below.

$$
\begin{aligned}
& \text { Method A } \\
& k_{1}=h \mathrm{f}\left(x_{r}, y_{r}\right) \\
& k_{2}=h \mathrm{f}\left(x_{r}+\frac{1}{2} h, y_{r}+\frac{1}{2} k_{1}\right) \\
& y_{r+1}=y_{r}+k_{2} \\
& x_{r+1}=x_{r}+h
\end{aligned}
$$

Method B

$$
\begin{aligned}
& k_{1}=h \mathrm{f}\left(x_{r}, y_{r}\right) \\
& k_{2}=h \mathrm{f}\left(x_{r}+h, y_{r}+k_{1}\right) \\
& y_{r+1}=y_{r}+\frac{1}{2}\left(k_{1}+k_{2}\right) \\
& x_{r+1}=x_{r}+h
\end{aligned}
$$

(i) Set up a spreadsheet to obtain a numerical solution by each method to the differential equation

$$
\frac{\mathrm{d} y}{\mathrm{~d} x}=\sqrt{1+x+y}, \text { with } y=0 \text { when } x=0 .
$$

For $h=0.2,0.1,0.05,0.025$, find the estimates given by each method for $y$ when $x=2$. By considering ratios of differences show that each method is second order. Show that the errors in one method are substantially less than the errors in the other.
(ii) Obtain a graph of the solution curve.

Determine, correct to 2 decimal places, the value of $x$ on the solution curve for which $y=2 x$.

4 The variables $x$ and $y$ are thought to be related by an equation of the form

$$
\begin{equation*}
y=a x+b x^{2}+c x^{3}, \tag{*}
\end{equation*}
$$

for some constants $a, b$ and $c$.
The following experimental data are available. The $x$ values are exact but the $y$ values contain experimental error.

| $x$ | -3 | -2 | -1 | 0 | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $y$ | -35.25 | -8.01 | 2.51 | -0.09 | -4.07 | -5.06 | 0.65 |

(i) Use a spreadsheet to obtain a sketch of the data points and use it to explain why $\left(^{*}\right)$ looks like a reasonable fit.
(ii) Show that one of the normal equations for finding the least squares estimates of $a, b$ and $c$ is

$$
\sum x y=a \sum x^{2}+b \sum x^{3}+c \sum x^{4} .
$$

Write down the other two normal equations.
(iii) Find

- the least squares estimates of $a, b$ and $c$,
- the fitted values of $y$,
- the sum of the residuals,
- the sum of the squares of the residuals.
(iv) Obtain a sketch of the fitted curve and the data points. Comment briefly on the fit of the curve to the data.
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